Disributed System for SMishing Detection
Ala’ Eshmawi & Suku Nair
Department of Computer Science, Southern Methodist University

Introduction The Proposed Solution Experimental Results

» What is SMishing? » SMS spams are more prevalent ~General goal .
» Unsolicited messages to trick the than email spam ~To r?ivhe slmartphones in ;[r;e companydthg r?kr):'”t% to detect the latest trends of Smishing Incremental Experime ntal Results
receiver into giving information to . with the least amount of features and with high accuracy.
unwanted pa?tiesg g 500.0/0 .ann.ual Inc:.rease. | | » Server side ==#=—Random Forest Classifier Precision =-ll=Random Forest Classifier Recall
> It is a type of SMS spam (premium rate, ” SI\/IIShlng In particular is increasing » Data to train the classifier with: Distance Supervision Random Forest Classifier F-measure
win scams... ) drastically » Feature Selection
e oo - Client side y _ y N y e
S % » Simple classifier with a small set of features (most important ones) A - g7
L s aladid Coniacty 40% QR R £l a4 =] Ra
P 35% - o a6 aln
Dear Credit Union 0% Data Used = . “3 = a1l
Jour bank account. © 25%
fz A total of 5574 text messages tagged as ham and spam. The corpus is
: / k | | - = : -
o avallable from recent published work. N ,ﬁ:& ﬁ&e #;. #@Qg $ﬁﬁ & ,ﬁﬁ
Zi e Table : Summary of the SMS Spam Corpus o ﬁ.g,? Tﬁzfp q@ﬂ o & o
Jan Feb Mar Apr May Jun Jul Aug Sep Ham messages Spam messages %P.IEJE'I :-l._"s';":._‘l 'Q:F' Q?E"j-..
~ | o <
X Figure : SMishing Numbers Count 4827 747 & &
Figure : SI\/IIShlng Example Percentage 860/0 140/0

Figure : Incremental Results

Email vs. SMS

Feature Engineering As can be seen from the graph, the addition of the features did improve the

results of the classification by 4%.

» How Is SMS different than Emails?
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Figure : Email and SMS Path

» One of the main goals when designing a solution for smartphones is
preserving the limited resources.

» The gain from using a light weight classifier such as CART with a small set
of features in smartphones can definitely help achieving this goal.

» I he server will automatically update this set of features with training on

e ven s o new datasets and conveying the results to clients.

- - ¢ § i » Future work Is to fetch new data in the server to continue updating the set
of selected features.
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Spear SMishing Scenario

» A phone Directory of a certain company was exposed by phishers

» A phisher sends a message to all of the exposed cell numbers asking them
to call a specific number or to visit a website

» Not like the emalls where the company can block or prevent such an
attack, the Smishing in this case can go undetected
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